
Supplementary Material

1 Introduction

This document provides (i) qualitative results illustrating pose and shape diversity, (ii) additional statistics of the
ChangeLing18K (gender, weight, hip size distributions ,etc), (iii) additional qualitative results on the dataset gener-
ated by Seedream 4.0 [2], and (iv) additional results for qualitative comparison with Flux Kontext [5]. We have explained
in detail the dataset generation process in our main paper, so we will not be going into that in this material. We manually
curated every prompt to ensure diversity of pose, clothing, backgrounds and extent of transformations in our data.

Original (a) (b) Original (a) (b)

Figure 1: Odo generates realistic body transformations while preserving identity, clothing, and background details. Exam-
ples show transformations from original images to (a) thinner and (b) overweight body types across various poses including
sitting and standing positions. All are in-the-wild images.
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2 Dataset Statistics

In this section, all the metrics related to the human body in the image are calculated by firstly extracting the SMPL
(Skinned Multi-Person Linear) body shape parameters using NLF [8] and then calculating the weights,heights and all the
body measurements using SMPL-Anthropemtry [1].

2.1 Training Dataset

Our training dataset includes a total of 18,573 pairs of images. This is split into 3 transformation pairs—thin-fat,fat-
muscle and thin-muscle. We have tried to ensure a fair gender ratio in our dataset through meticulous manual pruning
resulting in total number of male pairs to be 10,377 (55.9%) and female pairs to be 8,196 (44.1%). A few sample
images showcasing the diversity in transformation and pose of our training set is shown in Fig. 3. The gender wise as well
as the transformation type wise statistics for the training dataset are shown in the tables below.

Table 1: Training Set Gender-wise Weight Statistics (in kg) for each Body Type

Body Female Male

Types Mean Min Max Mean Min Max

Thin 53.4 40.9 82.8 73.5 27.1 103.1
Fat 77.4 44.6 124.6 106.9 64.4 145.4

Muscle 56.2 44.5 95.9 84.3 55.2 121.2

Table 2: Training Set Weight Statistics and Pair-wise deltas (all values in kg).

Body Absolute values Body △ b/w body types

Types Mean Median Min Max Pairs Mean Min Max

Thin 64.3 67.1 27.1 103.1 Thin–Fat 29.3 -10.4 91.7
Fat 94.2 94.0 44.6 145.4 Thin–Muscle 7.3 -9.8 41.2

Muscle 71.6 77.3 41.1 121.2 Fat–Muscle -22.0 -69.0 23.5

As seen from Table 1 andTable 2, the training set covers a very wide weight spectrum, from 27kg to 145kg, while
keeping clear separation between body-type categories. On average, males are roughly 20kg heavier than females in every
class (e.g., Thin≈74kg vs 53kg; Fat≈107kg vs 77kg; Muscle≈84kg vs 56kg). The transformation pairs are also substantial:
Thin→Fat increases weight by about 30 kg on average, Thin→Muscle by 7kg, and Fat→Muscle reduces weight by 22kg.

Some of the other metrics related to various dimensions of the human body parts for both male and female are shown
in Fig. 14 and Fig. 15. We also showcase the large pose variety (in Fig. 3) and weight range of our test dataset through
some qualitative samples in Fig. 4, for fat transformation, and in Fig. 5 for muscular transformation.

2.2 Test Dataset

We create a custom test using the exact same pipeline we used to create our training data, but using 450 previously unseen
faces from the CelebA-HQ dataset [4] as well as 15 license-free faces from and Pixabay [6]. For each face, we generate 5
images per body type (thin, fat, muscular) using PuLID [3], giving 2,325 images per type (6,975 total) and 2325 matched
triplets thin, fat, muscular. Each triplet yields six ordered body-shape pairs, so the pool contains up to 13,950 candidate
transformations. After the same manual pruning used for training (removing pose/clothing mismatches, artifacts, identity
drift, minimal shape change) we retain 3600 high-quality pairs for evaluation. The number of male and female pairs
in our test dataset is 2244 (62.3%) and 1356 (37.7%) respectively. A few sample images showcasing the diversity in
transformation and pose of our training set is shown in Fig. 6. The gender wise as well as the transformation type wise
statistics for the test set are shown in the tables below.

As seen from Table 3 and Table 4, the test set mirrors the training set’s diversity: body weights span ≈42kg to 166kg,
again with males about 18–35kg heavier than females in each class (Thin≈71kg vs 53kg, Fat≈117kg vs 82kg, Muscle≈85kg
vs 57kg). Transformation magnitudes remain substantial—Thin→Fat gains 34kg on average, Thin→Muscle adds 10kg,
and Fat→Muscle sheds 24kg—providing strong supervision for evaluating shape-editing performance. The Table 3 and
Table 4 confirm that the held-out data preserves wide weight coverage, clear gender/body-type separation, and meaningful
before-after deltas, making it a reliable benchmark for generalization tests.
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Table 3: Test Set Gender-wise Weight Statistics (in kg) for each Body Type

Body Female Male

Types Mean Min Max Mean Min Max

Thin 52.8 41.6 76.1 71.4 59.7 104.1
Fat 82.3 39.7 113.5 117.2 76.7 165.5

Muscle 57.0 45.1 69.0 84.8 73.4 127.9

Table 4: Test Set Weight Statistics and Pair-wise deltas (all values in kg).

Body Absolute values Body △ b/w body types

Types Mean Median Min Max Pairs Mean Min Max

Thin 64.9 67.1 41.6 104.1 Thin–Fat 33.8 -5.6 72.9
Fat 99.6 98.3 39.7 165.5 Thin–Muscle 10.2 -2.1 41.4

Muscle 76.2 80.7 45.1 127.9 Fat–Muscle -24.2 -20.5 24.4

Some of the other metrics related to various dimensions of the human body parts for both male and female are shown
Fig. 16 and Fig. 17. We also showcase the large weight range of our test dataset through some qualitative samples in
Fig. 7, for fat transformation, and in Fig. 8 for muscular transformation.

3 Qualitative Results

In Fig. 1, we showcase our model’s capability to generate realistic body transformations while preserving the identity as
well as the complex design of the original garments for in=the-wild images. We show (see Fig. 10) the inference results
our model generated on our test set. The input image and the depth map are passed into the model as conditioning. Our
model learns to follow the depth map and produces realistic transformations. We also show (see Fig. 11) the inference
results on a completely dataset generated using Seedream 4.0 [2]. We also show a qualitative comparison of our model’s
output with that of Flux Kontext [5] in Fig. 12 and Fig. 13.

3.1 Comparison with BR-5K Dataset

BR-5K dataset, introduced by Ren et al. [7], consists of 5000 pairs of high resolution images with the faces blurred out.
They construct the pairs with the help of professionals who edit the source image to get the transformed counterpart.
However, their transformations are very minimal making the transformed image hard to distinguish from the source image.
They also do not provide any annotations on what type of transformation is in a particular pair. Their dataset also has
a imbalanced gender ratio with female and male pairs being 4,621 (92.4%) and 381 (7.6%) respectively. We show the
qualitative comparison of BR-5K [7] with our training dataset images in Fig. 9.

Using SMPL-Anthropometry [1] and NLF [8], we fit the SMPL model on the BR-5K dataset and measure the weight
of the model for all of their images. We simply show through Fig. 2 that our dataset has a larger, more visible change in
the the weights of people in thin and fat body types. We compare only thin and fat because, BR-5K [7] does not annotate
the dataset with transformation type, hence through visual inspection of BR-5K [7] we chose to put them in thin and fat
categories. Our dataset exhibits quite a symmetric as well as broad distribtutions for weight deltas (fat-thin) as compared
to BR-5K [7], portraying that the transformation extent is greater in our dataset.
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Figure 2: Distribution of weight ∆(fat−thin). Top: our ChangeLing18K training set. Bottom: BR-5K [7]. Our transfor-
mations showcase a wider range of weight difference when going from thin to fat body type.
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Figure 3: Sample images from our training set showing variety of poses and transformations
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Figure 4: Wide weight range for the fat body type in our training set.
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Figure 5: Wide weight range for the muscle body type in our training set.
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Figure 6: Sample images from our test set showing variety of poses and transformations.
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Figure 7: Wide weight range for the fat body type in our test set
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Figure 8: Wide weight range for the muscle body type in our test set.
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Ours BR-5K [7]

Figure 9: Qualitative comparison. Each row shows a distinct identity. On the left, our dataset exhibits large,
identity-preserving body-shape edits. While on the other side, BR-5K dataset [7] pairs show only minor or ambigu-
ous changes and the faces are blurred.
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Input GT Depth Output Input GT Depth Output

Figure 10: Inference results. The rows from top-to-bottom are the transformations- thin→fat, thin→muscle, fat→muscle,
fat→thin, muscle→thin and muscle→fat.
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Input GT Depth Output Input GT Depth Output

Figure 11: Inference results on dataset generated by Seedream 4.0 [2]. The rows from top-to-bottom are the
transformations- thin→fat, thin→muscle, fat→muscle, fat→thin, muscle→thin and muscle→fat.
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Input Ground Truth FLUX Kontext [5] Odo

Figure 12: Comparison of FLUX Kontext [5] with Odo.
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Input Ground Truth FLUX Kontext [5] Odo

Figure 13: Comparison of FLUX Kontext [5] with Odo.
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Figure 14: SMPL Anthropometric [1]-measurement distributions for males in our train set. The grpahs from top to
bottom and left to right are : BMI, Bicep right circumference (in cm), Chest circumference, Head circumference (in cm),
Height distribution (in cm), Hip circumference (in cm), Weight distribution (in kg), Waist circumference (in cm), Shoulder
breadth (in cm) and Shoulder-to-crotch height (in cm).
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Figure 15: SMPL Anthropometric [1]-measurement distributions for females in our train set. The graphs from top to
bottom and left to right are : BMI, Bicep right circumference (in cm), Chest circumference, Head circumference (in cm),
Height distribution (in cm), Hip circumference (in cm), Weight distribution (in kg), Waist circumference (in cm), Shoulder
breadth (in cm) and Shoulder-to-crotch height (in cm).
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Figure 16: SMPL Anthropometric [1]-measurement distributions for males in our test set. The graphs from top to bottom
and left to right are : BMI, Bicep right circumference (in cm), Chest circumference, Head circumference (in cm), Height
distribution (in cm), Hip circumference (in cm), Weight distribution (in kg), Waist circumference (in cm), Shoulder
breadth (in cm) and Shoulder-to-crotch height (in cm).
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Figure 17: SMPL Anthropometric [1]-measurement distributions for females in our test set. The graphs from top to
bottom and left to right are : BMI, Bicep right circumference (in cm), Chest circumference, Head circumference (in cm),
Height distribution (in cm), Hip circumference (in cm), Weight distribution (in kg), Waist circumference (in cm), Shoulder
breadth (in cm) and Shoulder-to-crotch height (in cm).
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